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Preface

We are pround to present the proceedings of the 11th International Symposium
on Intelligent Data Analysis, which was held during October 25–27 in Helsinki,
Finland. The series started in 1995 and was held biennially until 2009. In 2010,
the symposium re-focussed to support papers that go beyond established technol-
ogy and offer genuinely novel and game-changing ideas, while not always being
as fully realized as papers submitted to other conferences. IDA 2012 continued
this approach and included an important and still emerging class of problems:
the analysis of data from networked digital information systems such as mobile
devices, remote sensors, and streaming applications.

The symposium seeks first-look papers that might elsewhere be considered
preliminary, but contain potentially high-impact research. The IDA Symposium,
which is A-ranked according to ERA, is open to all kinds of modelling and
analysis methods, irrespective of discipline. It is an interdisciplinary meeting
that seeks abstractions that cut across domains.

IDA solicits papers on all aspects of intelligent data analysis, including papers
on intelligent support for modelling and analyzing data from complex, dynamical
systems. IDA 2012 particularly encouraged papers about:

Novel applications of IDA techniques to, for example:

– Networked digital information systems
– Novel modes of data acquisition and the associated issues
– Robustness and scalability issues of intelligent data analysis techniques
– Visualization and dissemination of results

Intelligent support for data analysis goes beyond the usual algorithmic offer-
ings in the literature. Papers about established technology were only accepted if
the technology was embedded in intelligent data analysis systems, or was applied
in novel ways to analyzing and/or modelling complex systems. The conventional
reviewing process, which favors incremental advances on established work, can
discourage the kinds of papers that IDA 2012 has published. The reviewing pro-
cess addressed this issue explicitly: referees evaluated papers against the stated
goals of the symposium, and any paper for which at least one Program Chair
advisor wrote an informed, thoughtful, positive review was accepted, irrespective
of other reviews.

We were pleased to have a very strong program. We received 88 submissions
from people in 24 countries on five continents.

As in IDA 2011, we included a poster session for PhD students to promote
their work and for the first time we also introduced the use of a 2-minute video
slot for all PhD posters and standard posters.

We were honored to have distinguished invited speakers at IDA 2012: Arno
Siebes from the University of Utrecht in The Netherlands, who talked about
ways of getting multiple good models that complement each other in the insight
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they give. Paola Sebastiani from Boston University in the USA, who talked
about the intelligent data analysis of human genetic data. Gavin Cawley from
the University of East Anglia in the UK, who talked about avoiding over-fitting
in model selection.

The conference was held at Finlandia Hall in Helsinki. We wish to express
our gratitude to all authors of submitted papers for their intellectual contri-
butions; to the Program Committee members and the additional reviewers for
their effort in reviewing, discussing, and commenting on the submitted papers;
to the members of the IDA Steering Committee for their ongoing guidance and
support; and to the Senior Program Committee for their active involvement. We
thank Richard van de Stadt for running the submission website and handling
the production of the proceedings. Special thanks go to the Poster Chair, Frank
Höppner, and the Frontier Prize Chairs, Elizabeth Bradley and João Gama. We
gratefully acknowledge those who were involved in the local organization of the
symposium: Anu Juslin, Outi Elina Kansanen, Mikko Korpela, Janne Toivola,
Prem Raj Adhikari, and Olli-Pekka Rinta-Koski. The help of volunteers during
the IDA 2012 symposium is also thankfully acknowledged.

We are grateful for our sponsors: Aalto University, the Helsinki Insitute for
Information technology (HIIT), and Algodan — Finnish Centre of Excellence for
Algorithmic Data Analysis Research. We are especially indebted to KNIME, who
funded the IDA Frontier Prize for the most visionary contribution presenting a
novel and surprising approach to data analysis in the understanding of complex
systems.

August 2012 Jaakko Hollmén
Frank Klawonn

Allan Tucker
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Stefan Rüping Fraunhofer IAIS, Germany
Antonio Salmerón Cerdán University of Almeria, Spain
Vı́tor Santos Costa University of Porto, Portugal
Roberta Siciliano University of Naples Federico II, Italy
Maarten van Someren Universiteit van Amsterdam, The Netherlands
Myra Spiliopoulou Otto von Guericke University Magdeburg,

Germany
Stephen Swift Brunel University, UK
Maguelonne Teisseire TETIS - Irstea, France
Evimaria Terzi Boston University, USA
Panayiotis Tsaparas University of Ioannina, Greece
Antti Ukkonen Yahoo! Research Barcelona, Spain
Antony Unwin University of Augsburg, Germany
Veronica Vinciotti Brunel University, UK
Zidong Wang Brunel University, UK

Additional Referees

Darko Aleksovski
Satrajit Basu
Igor Braga
Christian Braune
Bertrand Cuissart
Jeroen De Knijf
Ivica Dimitrovski
Fabio Fassetti
Tatiana Gossen
Pascal Held
Dino Ienco
R.P. Jagadeesh Chandra Bose
Baptiste Jeudy
Julia Kiseleva
Arto Klami

Dragi Kocev
John N. Korecki
Mikko Korpela
Antonio LaTorre
Thomas Low
Gjorgji Madjarov
Christian Moewes
Jesus Montes
Santiago Muelas
Ilia Nouretdinov
Luigi Palopoli
Hai Nhat Phan
Simona E. Rombo
Bernard Zenko



Table of Contents

Invited Papers

Over-Fitting in Model Selection and Its Avoidance (Abstract) . . . . . . . . . 1
Gavin C. Cawley

Intelligent Data Analysis of Human Genetic Data . . . . . . . . . . . . . . . . . . . . 2
Paola Sebastiani

Queries for Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Arno Siebes

Selected Contributions

Parallel Data Mining Revisited. Better, Not Faster . . . . . . . . . . . . . . . . . . . 23
Zaenal Akbar, Violeta N. Ivanova, and Michael R. Berthold

Weighting Features for Partition around Medoids Using the Minkowski
Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Renato Cordeiro de Amorim and Trevor Fenner

On Initializations for the Minkowski Weighted K-Means . . . . . . . . . . . . . . 45
Renato Cordeiro de Amorim and Peter Komisarczuk

A Skew-t -Normal Multi-level Reduced-Rank Functional PCA Model
for the Analysis of Replicated Genomics Time Course Data . . . . . . . . . . . 56

Maurice Berk and Giovanni Montana

Methodological Foundation for Sign Language 3D Motion Trajectory
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Mehrez Boulares and Mohamed Jemni

Assembly Detection in Continuous Neural Spike Train Data . . . . . . . . . . . 78
Christian Braune, Christian Borgelt, and Sonja Grün

Online Techniques for Dealing with Concept Drift in Process Mining . . . 90
Josep Carmona and Ricard Gavaldà
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Arno Knobbe

Discriminative Dimensionality Reduction Mappings . . . . . . . . . . . . . . . . . . 126
Andrej Gisbrecht, Daniela Hofmann, and Barbara Hammer

Finding Interesting Contexts for Explaining Deviations in Bus Trip
Duration Using Distribution Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
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Improving Tag Recommendation Using Few Associations . . . . . . . . . . . . . . 184
Matthijs van Leeuwen and Diyah Puspitaningrum

Identifying Anomalous Social Contexts from Mobile Proximity Data
Using Binomial Mixture Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Eric Malmi, Juha Raitio, Oskar Kohonen, Krista Lagus, and
Timo Honkela

Constrained Clustering Using SAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Jean-Philippe Métivier, Patrice Boizumault, Bruno Crémilleux,
Mehdi Khiari, and Samir Loudni

Two-Stage Approach for Electricity Consumption Forecasting in Public
Buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Antonio Morán, Miguel A. Prada, Seraf́ın Alonso, Pablo Barrientos,
Juan J. Fuertes, Manuel Domı́nguez, and Ignacio Dı́az

Online Predictive Model for Taxi Services . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
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Improving Tag Recommendation
using Few Associations

Matthijs van Leeuwen1,2 and Diyah Puspitaningrum1

1 Dept. of Information & Computing Sciences, Universiteit Utrecht, the Netherlands
2 Dept. of Computer Science, KU Leuven, Belgium

matthijs.vanleeuwen@cs.kuleuven.be, diyah@cs.uu.nl

Abstract. Collaborative tagging services allow users to freely assign
tags to resources. As the large majority of users enters only very few
tags, good tag recommendation can vastly improve the usability of tags
for techniques such as searching, indexing, and clustering. Previous re-
search has shown that accurate recommendation can be achieved by us-
ing conditional probabilities computed from tag associations. The main
problem, however, is that enormous amounts of associations are needed
for optimal recommendation.
We argue and demonstrate that pattern selection techniques can improve
tag recommendation by giving a very favourable balance between accu-
racy and computational demand. That is, few associations are chosen
to act as information source for recommendation, providing high-quality
recommendation and good scalability at the same time.
We provide a proof-of-concept using an off-the-shelf pattern selection
method based on the Minimum Description Length principle. Experi-
ments on data from Delicious, LastFM and YouTube show that our pro-
posed methodology works well: applying pattern selection gives a very
favourable trade-off between runtime and recommendation quality.

1 Introduction

Online collaborative tagging platforms allow users to store, share and discover
resources to which tags can be freely assigned. Well-known examples include
Delicious (bookmarks), Flickr (photos), LastFM (music), and YouTube (videos).
Tags can be chosen completely freely, allowing both generic and very specific tags
to be assigned. As a result, tags enable very powerful tools for e.g. clustering
[2,8] and indexing [9] of resources.

Tagging systems also have their downsides though. Apart from linguistic
problems such as ambiguity and the use of different languages, the most apparent
problem is that the large majority of users assign only very few tags to resources.
Sigurbjörnsson and Van Zwol [14] did an analysis of tag usage on photo sharing
platform Flickr, and showed that 64% of all tagged photos are annotated with
3 or less tags. Obviously, this severely limits the usability of tags for the large
majority of resources.

As a solution to this problem, methods for a wide range of tag recommen-
dation tasks have been proposed. In this paper we consider the most generic



tag recommendation task possible. That is, we only assume a binary relation
between resources and tags. Because it is so generic, it can be applied in many
instances, e.g. on platforms where heterogeneous resource types co-exist, making
it impossible to use resource-specific methods. Also, many collaborative tagging
platforms maintain only a single set of tags per resource, irrespective of which
user assigned which tag.

Sigurbjörnsson and Van Zwol [14] were the first to propose a recommendation
method for this setting, based on pairwise tag co-occurrences in the tagsets
previously assigned to resources. Using these existing tag assignments, referred
to as collective knowledge, candidate tags are generated and subsequently ranked
by (aggregated) conditional probabilities. LATRE, introduced by Menezes et al.
[11], builds upon this by using larger sets of co-occurring tags, in the form
of association rules, instead of only pairwise co-occurrences. To avoid mining
and caching enormous amounts of associations, LATRE mines the needed rules
for each query individually. The empirical evaluation showed that it is indeed
beneficial to use tag associations consisting of more than just two tags.

The big problem, however, is that although ‘on-demand’ mining circumvents
the need to cache millions of associations, the online mining of association rules
is computationally very demanding. As such, LATRE provides better recom-
mendations at the cost of scalability.

1.1 Aims and contributions

Although recommendation using pairwise associations [14] is both accurate and
very fast, exploiting associations with more than two tags can improve accu-
racy even further [11]. Unfortunately, this comes at the cost of memory space
and computational complexity. In this paper, we demonstrate that the balance
between accuracy and computational complexity can be improved by using a
carefully selected small set of associations. To be more precise, we will show how
pattern selection can positively contribute to association-based recommendation.

In Section 2, we will first provide the notation that we will use throughout
the paper, and formally state the recommendation problem that we consider.
After that, Section 3 will explain association-based recommendation in more
detail. First, the above mentioned method using pairwise associations will be
detailed. Second, both our own generalisation to larger associations and LATRE
will be discussed. Third, we will introduce FastAR, for Fast Association-based
Recommendation, which needs only few associations to achieve high accuracies,
making it much faster than its competitors. For this, FastAR uses associations
selected by the Krimp algorithm [13], a pattern selection method based on the
Minimum Description Length principle. Given a database and a large set of
patterns, it returns a set of patterns that together compresses the database well.
These so-called code tables have been shown to provide very accurate descriptions
of the data, which can be used for e.g. tag grouping [8].

After all methods have been introduced, they will be empirically compared in
Section 4. Finally, we round up with related work and conclusions in Sections 5
and 6.



2 Tag Recommendation

We consider binary relations between a set of resources S and a set of tags T , i.e.
S × T . That is, each tag can be assigned to any number of resources, and each
resource can have any number of tags assigned. In the following, each resource
is represented solely by its set of associated tags, simply dubbed a transaction.

Let database D be a bag of transactions over T . A transaction t ∈ D is a
subset t ⊆ T , and |D| denotes the number of transactions in D. A tagset X is a
set of tags, i.e. X ⊆ T , X occurs in a transaction t iff X ⊆ t, and the length of X
is the number of tags it contains, denoted by |X|. Maximum length parameter
maxlen restricts the number of tags a tagset X may contain, i.e. |X| ≤ maxlen.
The support of a tagset X in database D, denoted by supD(X), is the number
of transactions in D in which X occurs. That is, supD(X) = |{t ∈ D | X ⊆ t}|.
A tagset X is frequent if its support exceeds a given minimum support threshold
minsup, i.e. supD(X) ≥ minsup. Due to the A Priori property, all frequent
tagsets can be mined efficiently [3].

2.1 The problem

Informally, we consider the following tag recommendation task. Assume given a
database D consisting of tagsets that have previously been assigned to resources.
When a user assigns a new tagset I to a resource, the recommendation algorithm
is invoked. Using source database D and query I as input, it recommends a tagset
R(D, I) ⊆ (T \I) to the user. Unlike the use of the word ‘set’ may suggest, order
is important; R(D, I) has to be ranked according to relevance to the user.

In practice, query I consists of very few tags in the large majority of cases,
since most users do not manually specify many tags. Therefore, high-quality tag
recommendation is of uttermost importance for resources annotated with 3 or
fewer tags. All the more so, since these input sizes potentially benefit most from
recommendation: when more than 3 tags are given, recommendation is probably
less necessary.

Apart from the quality of the recommendations, performance from a com-
putational point of view is also important. Tag recommendation is often imple-
mented in online web services and thus needs to be fast. Although we do not
formalise this in the problem statement, we will evaluate this in the Experiment
section. The tag recommendation problem can be stated as follows.

Problem 1 (Tag Recommendation). Given a source database D over tag vocabu-
lary T , and an input tagset I, recommend a set of tags R(D, I) ⊆ (T \ I) ranked
by relevance.

3 Association-based Tag Recommendation

3.1 Pairwise Conditional Probabilities

Sigurbjörnsson and Van Zwol [14] were the first to propose a method for tag
recommendation that uses only the tagsets previously assigned to resources,



which they referred to as collective knowledge. The method is based on pairwise
tag co-occurrences in this collective knowledge. In short, given a query I, all tags
co-occurring with an i ∈ I are ranked based on their conditional probabilities.

In more detail, it works as follows. Given an input tagset I and source
database D, a candidate list Ci of the top-m most frequently co-occurring tags
(with i) is constructed for each i ∈ I (where m is a parameter). For each candi-
date tag c ∈ Ci, its empirical conditional probability is then given by

P (c | i) =
supD({c, i})
supD({i})

. (1)

For any singleton input tagset I = {i}, the candidate tags in Ci are simply
ranked according to P (c | i) and then returned as recommendation. For any
longer I, however, the rankings obtained for each individual input tag will have
to be aggregated. The authors proposed and tested two different strategies for
this, i.e. voting and summing, but we will focus on the latter as this was shown
to perform better. First, a set C containing all candidate tags is constructed:
C =

⋃
i∈I Ci. Next, individual conditional probabilities are simply summed to

obtain a score s(c) for each candidate tag c ∈ C. This is given by

s(c) =
∑
i∈I

P (c | i). (2)

Finally, all candidate tags are ranked according to score function s, providing the
final recommendation. In the original paper [14], the concept of promotion was
introduced to weigh certain tags, which slightly improved recommendation qual-
ity. However, this requires parameter-tuning and to avoid unfair comparisons,
we do not consider any tag weighing schemes in this paper.

The principle of using conditional probabilities is very strong, and maybe it is
for that reason that very few improvements on this technique have been proposed
since (considering only methods that assume exactly the same task). We will
compare to this baseline method in Section 4. For this purpose, we will dub it
PairAR (or PAR for short), for Pairwise Association-based Recommendation.

3.2 Many Associations

An obvious generalisation of PAR is to use not only pairwise associations between
tags, but associations of any length. This may lead to better recommendation
whenever the input tagset contains more than one tag, because we can compute
more accurate empirical conditional probabilities. Suppose for example that we
have an input tagset I = {x, y} and a candidate tag z. With PAR we would
compute s(c) = P (z | x) + P (z | y) and use this for ranking, but with longer
associations we could also compute P (z | xy) and exploit this information.

The most näıve approach to do this would be to compute and use all as-
sociations of length |I| + 1, which would be sufficient to compute all needed
conditional probabilities. Unfortunately, were we to cache all associations, this
would come down to mining all frequent tagsets up to maximum length |I|+ 1,



with a minimum support threshold of 1. In practice, this is infeasible due to the
so-called pattern explosion, and larger minsups are also problematic for realisti-
cally sized datasets. Even if it is at all possible to mine the desired associations,
using all of them for recommendation is likely to be slow.

Nevertheless, we adopt this approach to see how it performs in practice and
dub it NaiveAR (or NAR for short). First, it mines all frequent tagsets F , with
maxlen = |I| + 1 (hence a different set of associations for each input length is
required) and a specified minsup. Additionally, the top-m co-occurrences per tag
are computed as is done by the PairAR baseline. This to ensure that there are
always candidate tags, even for rare input tags.

As candidates, all tags that co-occur with any of the input tags in any F ∈ F
are considered, augmented with the top-m tags for each individual input tag.
Conditional probabilities and scores s(c), as defined in Equation 2, are computed
as before, except that F is consulted for any conditional probabilities that cannot
be obtained from the top-m’s. There is a good reason for using the summing
strategy of s(c) despite having access to the ‘exact’ conditional probability P (z |
xy). That is, this exact probability is not always available due to the minsup
parameter, and for those cases the summing strategy has the same effect as with
PAR. Preliminary experiments showed this to be a good choice.

As discussed, LATRE, introduced by Menezes et al. [11], is a very similar
method that also uses longer associations. To overcome the pattern explosion,
LATRE uses on-demand mining of association rules for each individual query.
Three parameters can be used to reduce the number of rules: 1) a maximum
number of tags per rule, 2) minimum support, and 3) minimum confidence. Note
that the main difference with NAR is that NAR uses a higher minsup to mine
associations once beforehand and augments these with the top-m co-occurring
tags for each input tag. We will empirically compare to LATRE in Section 4.

3.3 From Many to Few Associations

Although experiments will show that NaiveAR and LATRE can improve on
PairAR in terms of precision, the downside is that both methods are rather
slow. Unfortunately, most users would rather skip recommendations than wait
for them. The question is therefore whether a small set of associations could
already improve precision, such that recommendation is still (almost) instant.

That is, we are looking for a pattern set that provides a complete description
of (the associations contained in) source database D. In previous work [13,8] we
have shown that code tables, such as produced by e.g. the heuristic algorithm
Krimp [13], provide such descriptions.

A code table CT consists of two columns and describes a dataset by encoding
it. The first column contains tagsets, while the second column contains their
replacement codes. To encode a transaction t, CT is scanned for the first tagset
X ∈ CT such that X ⊆ t. X is then replaced by its code and the encoding
continues for t \X until t = ∅. Since a code table contains at least the singleton
tagsets, the encoding of a transaction always succeeds.



Analogue to NaiveAR, the set of tagsets provided by the first column of a
code table is augmented with the top-m pairwise co-occurrences for each input
tag. Also, the set of candidate tags is obtained in exactly the same way: each
tag that co-occurs with any of the input tags in the code table is considered a
candidate tag, as are the top-m tags for each input tag.

Although the code table does not store tagset supports, we can infer infor-
mation from its codes. The actual codes used are immaterial to us here. What
is important is their lengths. While encoding D with CT we maintain a list that
records how often each X ∈ CT is used in encoding, which is called the usage
of X, denoted by usageD(X). The code for X is chosen such that its length is

− log

(
usageD(X)∑

Y ∈CT usageD(Y )

)
.

The Minimum Description Length (MDL) principle states that the best code
table is the one that compresses D best. Given this optimal code table CT ,
one can compute a tagset’s support by summing the usages of all code table
elements that are a superset of the tagset. Unfortunately, computing the optimal
code table is infeasible. However, from previous research we know that the code
tables computed by the heuristic algorithm Krimp are rather accurate. Hence,
we estimate the support of any tagset X by

ˆsupD(X) =
∑

Y ∈CT,X⊆Y

usageD(Y ),

which can be easily computed from the code table.
Again, computing the scores for the candidate tags is done as by PAR and

NAR, except that code table CT is consulted for any conditional probabilities
that cannot be obtained from the top-m’s. In these cases, the support of a tagset
X is estimated by ˆsupD(X).

Note that the code table itself can be computed offline. While computing
recommendations, we only need to estimate supports. Given that a code table is
significantly smaller than the set of all (frequent) tagsets, this algorithm should
be much faster than both NAR and LATRE. We therefore dub it FastAR (or
FAR for short), for Fast Association-based Recommendation.

4 Experiments

In this section we evaluate PairAR, NaiveAR, FastAR, and LATRE on three
datasets collected from online collaborative tagging services.

Evaluation criteria To assess recommendation quality, we resort to the most
commonly taken approach, i.e. 5-fold cross-validation. The dataset is partitioned
into 5 equal-sized parts and for each of 5 folds, four parts are concatenated into
a training database Dtrain and the remaining part Dtest is used for testing. All
results are averaged over all 5 folds (except for runtime, which is averaged per
query).



Table 1. Datasets. The number of transactions and distinct tags, as well as average
and maximum transaction lengths are given. |Dk| represents the number of transactions
used for testing after removing transactions that are too short, for k ∈ {2, 3}.

Dataset Properties Effective test data
|D| |T | avg(|t|) max(|t|) |D2| |D3|

Delicious 526,490 19,037 9.6 30 338,284 308,832
LastFM 91,325 7,380 20.3 152 61,701 56,904
YouTube 169,290 7,785 8.3 74 97,591 83,450

Dtrain is used as source database D for all methods. From each tagset X ∈
Dtest, a query I ⊂ X is randomly selected. The remaining tags in the tagset,
X \ I, are used for validation. The size of query I is parametrised by k and
fixed for a given experiment, s.t. k = |I|. Since small queries are most prominent
in real world situations, we consider k ∈ {2, 3}. Note that we do not consider
k = 1, because the proposed methods are equivalent to PairAR for this setting.
To ensure that there are always at least five validation tags that can be used to
measure precision, we exclude all transactions that contain less than k + 5 tags
from Dtest.

As evaluation criteria, we use precision, mean reciprocal rank and runtime,
denoted by P@x, MRR and time. P@x denotes precision of the x highest ranked
tags, with x ∈ {1, 3, 5}, and is defined as the average percentage of the first x
recommended tags that occur in validation tags X \ I. Mean reciprocal rank
represents the average rank of the first correctly recommended tag. It is defined
as MRR = 1

|Dtest|
∑

X∈Dtest
1

first(X) , where first(X) is the rank of the first

correctly recommended tag for test case X.

To quantify computational demand we measure runtime, which reflects the
time needed for the online computation of a recommendation for a single query
(on average). Note that this excludes the time needed for generating the associ-
ations needed by PAR/NAR/FAR, as this can be done offline beforehand.

Datasets We use the pre-processed datasets crawled from Delicious3, YouTube4,
and LastFM5 by Menezes et al. [11]. Some basic properties are presented in
Table 1; see their paper for more details on the collection and pre-processing.
Note that we experiment on the complete datasets, which contrasts their setup.

PAR, NAR and FAR In all cases, m = 50, i.e. the top-50 most frequent
co-occurring tags for each tag are collected. For NAR, tagset collection F is
obtained by mining all closed frequent tagsets with minsup as given in Table 2
and maxlen = k+ 1 (as was already specified in the previous section). For FAR,
Krimp is used to obtain a code table CT from all frequent closed tagsets for the
specified minsup (no maxlen).

3 www.delicious.com
4 www.youtube.com
5 www.last.fm



LATRE For comparison to LATRE, we use the original implementation and
the same settings as in the original paper: minsup = 1, minimum confidence
= 0.00001, and αmax = 3 (implying that association rules with antecedent up to
the length 3 are allowed). Note that strictly speaking we compare to LATNC,
a variant of LATRE without ‘calibration’, a tag weighing scheme like PAR’s
promotion. We decided to refrain from such schemes to keep comparison fair.
Promotion and/or calibration could be applied to all methods described in Sec-
tion 3, but require fine-tuning.

Implementation Prototypes of PAR, NAR and FAR were implemented in
C++. Each experiment was run single-threaded on a machine with a quad-core
Intel Xeon 3.0GHz CPU and 8Gb RAM running Windows Server 2003.

4.1 Results

A complete overview of the results is presented in Table 2. PairAR performs
quite well in terms of precision and it is extremely fast, requiring up to 5 seconds
for the online recommendation phase. We chose the minsups for NaiveAR such
that the number of resulting tagsets in F was in the order of the 100 000s; these
amounts of tagsets could be kept in memory and recommendation was compu-
tationally feasible. Looking at the precision of the highest ranked recommended
tags, we observe that NAR provides improvements up to 2.71% over PAR. Only
for LastFM with k = 3 precision slightly decreases. Due to the large numbers of
tagsets to be considered, runtimes increase up to 428.91 milliseconds per query.

To demonstrate the effect of pattern selection, we ran FastAR with the
same minsups as NAR. This shows that Krimp significantly reduces the number
of tagsets. For LastFM with k = 2, for example, F contains 540 697 tagsets,
whereas the code table used by FAR contains only 9 513 tagsets. With this
decrease in the number of tagsets, runtime is reduced from 1229.32 to only 2.16
milliseconds per query, while an –admittedly small– increase in precision with
respect to PAR is still attained. When we consider YouTube with k = 2 (or
similarly k = 3), running NAR with a minsup lower than 13 was not feasible,
while FAR could easily be applied with a minsup of 1. This resulted in a code
table consisting of only 14 981 tagsets. Despite the modest number of tagsets,
this gave an increase in P@1 of 4.73%, which is substantially better than the
2.71% improvement obtained by NAR.

The relative performance of LATNC varies from setting to setting: precisions
and MRR are subpar for Delicious, for LastFM with k = 2 and for YouTube
with k = 2. For LastFM with k = 3, the scores are better than those of any other
method, and LATNC is only beaten by FAR for YouTube with k = 3. LATNC
is always much slower than FAR though.

4.2 Analysis

The overall good performance of PairAR shows that the idea of summing pair-
wise conditional probabilities is hard to beat. It very much depends on the data



Table 2. Results. For each combination of dataset, query size k, method, and minsup,
the obtained precisions, MRR and runtime are given. For NaiveAR and FastAR, the
number of tagsets in F resp. CT are given. Runtime is given per query, on average in
milliseconds.

Dataset k method minsup #tagsets P@1 P@3 P@5 MRR time (ms)

Delicious 2 PAR - 45.93 35.19 29.20 56.95 0.01
NAR 37 142,185 46.80 35.79 29.64 55.68 59.07
FAR 37 25,736 46.28 35.42 29.36 55.26 6.89
LATNC 1 39.39 29.82 24.47 50.34 129.88

Delicious 3 PAR - 51.13 39.27 32.53 62.35 0.02
NAR 37 219,832 51.33 39.35 32.60 60.59 428.91
FAR 37 25,736 50.86 39.18 32.54 60.43 11.83
LATNC 1 49.14 37.98 31.60 59.77 606.06

LastFM 2 PAR - 52.18 41.38 35.11 63.02 0.03
NAR 51 540,697 53.49 42.60 36.18 62.41 1229.32
FAR 51 9,513 52.70 42.04 35.78 61.63 2.16
LATNC 1 46.36 37.75 32.17 58.43 156.41

LastFM 3 PAR - 52.59 42.40 36.31 64.22 0.05
NAR 146 132,103 52.16 41.97 36.11 61.88 415.44
FAR 146 5,111 52.46 42.84 36.86 62.59 1.02
FAR 51 9,513 52.91 43.27 37.41 62.90 4.20
LATNC 1 55.42 45.15 38.83 66.49 596.18

YouTube 2 PAR - 50.10 39.86 34.05 58.69 0.04
NAR 13 324,696 52.81 42.48 36.29 59.03 300.26
FAR 13 10,159 52.12 41.81 35.73 58.34 3.30
FAR 1 14,981 54.84 44.86 38.78 60.46 19.08
LATNC 1 38.86 31.00 26.54 48.29 63.50

YouTube 3 PAR - 54.90 43.83 37.42 63.53 0.06
NAR 40 183,228 55.73 44.32 37.66 62.17 562.79
FAR 40 4,933 55.63 44.37 37.72 62.29 1.69
FAR 1 14,981 59.20 48.44 41.83 64.87 45.37
LATNC 1 55.81 46.20 40.15 63.71 150.68

at hand whether associations consisting of multiple tags can be exploited to
improve recommendation quality. This is not the case for the Delicious dataset
that we used, which is probably due to the relative large number of tags, of
which many occur only very rarely. For the YouTube data, however, recommen-
dation can be substantially improved using FastAR. That is, for this dataset
our method based on pattern selection beats the more ‘exhaustive’ methods with
respect to both precision and runtime.

Whenever NAR and/or LATNC achieve higher precisions than PAR, FAR
provides a much better trade-off between precision and runtime. The downside is
that it does not always give the highest possible precision. Mining all association
rules on demand, such as LATNC does, does not seem to be a good idea for
realistically sized datasets, as this comes at the cost of long runtimes.



Using pattern selection, on the other hand, comes at the cost of longer offline
pre-processing times. Krimp requires up to 15 minutes to obtain code tables for
Delicious and YouTube, and up to 10 hours for LastFM. However, this is mostly
due to the fact that it needs to generate and test a large set of candidates, which
could be avoided by using different heuristics to construct code tables [15]. In
the end, performing pattern selection once beforehand is well worth the effort if
this results in much faster yet high-quality recommendation.

Finally, note that we here focused on relatively small query sizes (k) because
these are both realistic and the most useful. However, exploiting longer asso-
ciations can clearly be even more beneficial when k grows. This explains why
LATRE performed much better than PAR in Menezes et al. [11].

5 Related work

Many variants of tag recommendation have been studied in recent years [1].
Based on the used information, we split existing methods into three categories.

The first category is the most generic, and the one we consider in this paper:
methods that only assume a binary relation between resources and tags. We
already introduced and experimented with the methods in this category [14,11].

The second category aims at tagging systems that allow users to individually
assign their own tagset to each resource. The resulting ternary relation is often
called a folksonomy. One of the first methods for folksonomies was Folkrank [5],
based on the same principles as PageRank, and outperforms baseline approaches
like collaborative filtering [6]. Also, a system composed of several recommenders
that adapts to new posts and tunes its own parameters was proposed [10].

The third category is characterised by its use of resource-specific informa-
tion. These systems use the resources themselves to improve recommendation.
Examples include methods specifically designed for documents [9,16], web pages
[4], YouTube videos [17], and songs [7]. Finally, Rae et al. proposed to use social
network information to improve tag recommendation [12].

Note that we cannot compare to methods from the latter two categories, as
they all make additional assumptions about the recommendation task.

6 Conclusions

Conditional probabilities based on pairwise associations allow for high-quality
tag recommendation, and this can be further improved by exploiting associations
between more than two tags. Unfortunately, doing this näıvely is infeasible in
realistic settings, due to the enormous amounts of associations in tag data.

To overcome this problem, we propose to use the strengths of pattern se-
lection. Using an off-the-shelf pattern selection method based on the Minimum
Description Length principle, we have demonstrated that our FastAR method
gives a very favourable trade-off between runtime and recommendation quality.

FastAR uses Krimp, an existing pattern selection technique, to pick a small
set of tagsets. However, the used coding scheme is not specifically designed for



selecting associations that are useful for recommendation. Despite this, the pre-
sented results are encouraging. By modifying the selection process to better
reflect the needs of tag recommendation, e.g. by allowing overlapping tagsets,
we believe that the results can be further improved.
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6. R. Jäschke, L.B. Marinho, A. Hotho, L. Schmidt-Thieme, and G. Stumme. Tag
recommendations in folksonomies. In Proc of the PKDD’07, pages 506–514, 2007.

7. E. Law, B. Settles, and T.M. Mitchell. Learning to tag from open vocabulary
labels. In Proc of the ECML/PKDD’10, pages 211–226, 2010.

8. M. van Leeuwen, F. Bonchi, B. Sigurbjörnsson, and A. Siebes. Compressing tags
to find interesting media groups. In Proc of the CIKM’09, pages 1147–1156, 2009.

9. X. Li, L. Guo, and Y.E. Zhao. Tag-based social interest discovery. In Proc of the
WWW’08, pages 675–684, 2008.

10. M. Lipczak and E.E. Milios. Learning in efficient tag recommendation. In Proc of
the RecSys’10, pages 167–174, 2010.

11. G.V. Menezes, J.M. Almeida, F. Belém, M. A. Gonçalves, A. Lacerda, E.S.
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